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A B S T R A C T   

The spot array projector has long been a challenging and intriguing research focus in the fields of projection and 
lighting applications. In the current literature, there is a lack of a comprehensive and detailed presentation on the 
design and analysis method for a spot array generator based on the structure of imaging eyepiece and MLA. We 
present a novel design and optimization method for a large-angle, distortion-free and spot adjustable LED spot 
array projector that is composed of an eyepiece, two microlens arrays (MLAs), and a micro-LED array (MLEDA). 
The eyepiece system is optimized using imaging optical methods to project sub-beams to the target plane with a 
large angle. The sub-lens of condenser MLA is also optimized using imaging optical methods to refocus the 
collimating beam and match the numerical aperture (NA) with the eyepiece, and the sub-lens of the collimating 
MLA is acquired by using simulated annealing (SA) global illumination optics optimization method to achieve 
collimation and far-field homogenization. The predistortion MLEDA and the MLAs are proposed and imple
mented by the radial basis function (RBF) interpolation method, which correct the large-angle distortion 
introduced by the eyepiece. Both near-field and far-field applications can be realized by the proposed system. In 
the near-field applications, different spot geometries at the near-field target plane can be achieved. In the far- 
field applications, the power matching of the MLEDA is used to improve far-field uniformity of spot array. 
Moreover, the predefined-geometry arrangement spot array can be realized in both near and far fields. Two 
design examples with full field of view (FOV) projection of 80◦ and 100◦ are provided to validate the proposed 
method. Overall, the proposed system offers a promising solution for various applications requiring target 
identification or 3D calibration.   

1. Introduction 

The beam splitter, also known as a spot array projector, plays an 
important role in the fields of beam parallel processing, medical 
cosmetology, optical detection and projection, optical communication, 
and structured light lighting [1–3]. The spot array projector based on 
diffractive optical elements (DOE), or diffraction gratings, is commonly 
used to achieve beam splitting [4]. The beam splitting DOE, designed 
based on scalar diffraction theory, diffracts the beam energy into spec
ified diffraction orders and generates an array of sub-beams. However, 
the beam splitter based on DOE is difficult to achieve the uniform- 
intensity, low-stray-light, and large-angle spot array projection. 

Because large-angle diffraction often requires finer microstructures in 
DOE, it usually increases the difficulty of the manufacturability. In 
addition, the need of uniformity projection decreases the diffraction 
efficiency of the DOE. 

Spot array generators based on the refraction principles and the 
refraction optics have emerged. They have the advantages of relatively 
high efficiency, high threshold, wavelength insensitivity, and low cost. 
Jarczynski et al. [5] designed a monolithic multi-facet beam splitter 
generating a one-dimensional spot array. The entrance surface is 
described by a cylinder and each exit surface is the optimized XY 
polynomial freeform surface. Maksimovic et al. [6] proposed an opti
mization design method for a freeform beam splitter. The entrance 
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surface of the proposed splitter functions as a collimator and the exit 
surface converts the collimated beam into multiple converging sub- 
beams. Jia et al. [7] designed a freeform-based splitter for generating 
identical sub-beams from a given input beam while reducing the in
fluences of diffractions. However, the above freeform-based beam 
splitters all contain freeform optical elements with complex surface 
shapes, so it is difficult to ensure the accuracy of the surface shape in the 
actual fabrication. In addition, the number and arrangement of the 
generated spot arrays is limited due to the limitations of geometrical 
element aperture and fabrication. 

MLA is also a common geometric optical element used for beam 
splitting, and its basic principle is to generate a spot array based on pupil 
segmentation [8]. Owing to the advanced MLA processing technology 
[9–13], many commercial products for imaging systems have emerged, 
such as integral display, compound eye imaging, and light-field imaging 
[14–19]. In addition, MLA exhibits multi-micro-aperture characteristics 
and has been widely used for illumination owing to their robust beam 
splitting and light homogenization abilities [20–26]. Compared with the 
traditional single-aperture lens, MLA shows more compact and light
weight. The spot array generator is responsible for producing an array 
distribution of light spots on a target surface. This can be achieved using 
a projector system that combines imaging and illumination systems. 
However, in the current literature on spot array generators, there is no 
complete and detailed presentation of the design and analysis method 
for a spot array generator based on an imaging eyepiece and MLA 
structure. Eyepieces are commonly used in various imaging systems, 
including microscopes, telescopes, and popular augmented reality (AR), 
virtual reality (VR) near-eye display systems [27–31]. 

In this paper, we propose a novel design and optimization method for 
a large-angle, distortion-free and spot adjustable LED spot array pro
jector that is composed of an eyepiece, two MLAs, and a MLEDA. An 
imaging optical optimization method is used to obtain a compact and 
large-angle eyepiece system. The condenser MLA is also acquired using 
imaging optical optimization, and it refocuses the collimating beam 
while matching the numerical aperture (NA) with the eyepiece. The 
collimating MLA is acquired through Simulated Annealing (SA) opti
mization method [32–35], and it homogenizes the MLEDA beam for far- 
field projection. The RBF interpolation method [36] is used to predefine 
the arrangements of the MLEDA and the sub-lens on the two MLAs, 
which can correct the large-angle distortion introduced by the eyepiece. 
Both near-field and far-field applications can be realized by the proposed 
system. In the near field, different spot geometries at the target plane can 
be realized by adjusting the opening geometry of the eyepiece dia
phragm. In the far-field, power matching of the MLEDA is used to ach
ieve far-field spot array uniformity. The predefined-geometry 
arrangement of spot array can also be realized in both near and far fields. 
In addition, comparing to the DOE and freeform-based spot array gen
erators [4–7], the proposed spot array projector only uses spheric and 
aspheric surfaces, which are currently mature in application and pro
duction, resulting in higher stability and lower process sensitivity 
[9–12,27], and it also has the advantages such as: without central-FOV 
peak spot, more uniform, free of large-angle distortion and stray-light 
suppression. Design examples based on two types of eyepieces are 
given: the first structure is based on the eyepiece structure of the classic 
Zeiss Astroplan eyepiece [37], which realized a full-FOV projection of 
80◦ and an exit pipul diameter (EPD) of 4.0 mm. The second one is based 
on a Fresnel lens with a planar base which realized a full-FOV projection 
of 100◦ and an EPD of 4.5 mm. 

This paper will be developed as follows: The basic principle of the 
proposed LED spot array projector is detailed in section 2. The detailed 
design and optimization methods and the design examples of the LED 
spot array projector are illustrated in section 3. The simulations and 
analysis of the designed LED spot array projectors are conducted in 
section 4. 

2. Basic principle of LED spot array generator 

The basic principle and 3D structure of the proposed LED spot array 
projector are shown in Fig. 1. The collimating system is an aspheric 
collimating MLA consisting of discrete-arrangement identical sub-lens 
with a focal length fc1, which collimates the light from MLEDA. The 
condenser system is a condenser MLA consisting of the discrete- 
arrangement identical sub-lens with focal length fc2. The sub-lenses on 
the collimating and condenser MLAs all have the same sub-aperture size 
rs and arrangement positions. The lambertian light comes from MLEDA 
is collimated by the collimating MLA, and then the discrete and colli
mated sub-beams are converged to the discrete spots with a converged 
angle φs by the condenser MLA. The discrete spots at the eyepiece image 
plane (EIP) are projected to the target plane through the eyepiece sys
tem. The imaging eyepiece with the aperture size of De and the focal 
length of fe collimates the light from light points at EIP and emits it at 
different angles: in the eyepiece system, each sub-beam emits from the 
light spot at the EIP, diverged, and refracted (or reflected in reflect-type 
eyepiece system) by the eyepiece lens, and finally emits out from the 
adjustable diaphragm of EPD. Since MLED usually has a large divergence 
angle (half divergence angle ≥ 50◦), it is difficult to achieve the colli
mation of sub-beam, the concentration of sub-beam at a specific 
convergence angle, and the function of homogenization through a single 
MLA. Therefore, a collimating MLA and a condenser MLA were opti
mized in this paper to achieve the above functions. Ideally, all the 
discrete sub-beams are emitted as parallel sub-beams from the adjust
able diaphragm and the spot array distribution is formed on the target 
plane at Lp. The proposed spot-array projector can be used in both near- 
field and far-field situations: in the near-field situation (Lp < 500 mm), 
the opening geometry of the eyepiece diaphragm plays a role as an 
apodization aperture. Therefore, adjustable opening geometry of the 
eyepiece diaphragm can be used to achieve different spot geometry (size 
and shape) at the near-filed target plane. In the far-field situation 
(Lp≫500 mm), the intensity and uniformity of the spot array distribu
tion should be given priority and guaranteed, and the spot geometry is 
always neglected. 

As shown in Fig. 1, assuming the eyepiece lens and sub-lens of two 
MLAs are ideal thin lenses, which means it would not suffer the distor
tion and other imaging aberrations in the system (For convenient 
description, only three sub-beams are shown in the optical path). Then, 
the relation between the n-th light spot at EIP with a height of hn and the 
projection FOV θn of the emitted parallel sub-beam from the adjustable 
diaphragm will be satisfied with: 

hn = fetanθn (1) 

where hn can be thought of as the Gaussian image height or ideal 
paraxial image height. The opening size EPD of the diaphragm can be 
expressed by: 

EPD = 2fetan
(φe

2

)
≈ feφe (2) 

where φe is the diverging angle of the spot at the EIP and it is 
determined by the eyepiece system. The opening size EPD of the dia
phragm is also the diameter of the projection spot at the target plane. 
According to the principle of paraxial optical imaging, the total length Ls 
of the system can be approximately expressed by: 
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ls = Lc + Le

Lc = fc1 + Lc1 + fc2

Le = fe +
De

2tanθmax

(3) 

where Lc and Le are corresponding to the length of the collimating- 
condenser system and the eyepiece system. 

As shown in Fig. 1, to achieve low-loss energy transmission between 
the collimating and condenser system and the eyepiece system, it should 
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meet the equality of the NA or the beam etendue on both sides of the EIP, 
namely, meet: 

φe = φs (4) 

However, the Eqs. (1–4) are only realized in an ideal or paraxial 
situation. The following problems need to be considered in the actual 
situation:  

(1) The quality problem of the individual spot at the target plane. As 
shown in Fig. 1, when the microlens of condenser MLA converge 
the sub-beam to the spot Pn on the EIP, the aberrations of the 
condenser MLA and the eyepiece system will affect the collima
tion of the sub-beam exiting from the diaphragm (with an exit 
angle θn). It will further cause the size and geometry errors of 
each individual projected spot, and the illumination uniformity 
inside each individual projected spot also decreased at the target 
plane. Furthermore, collimated sub-beam generated by the 
collimating sub-lens will also make influence on the illumination 
distribution uniformity of the projected individual spot.  

(2) The illumination nonuniformity problem of the overall spot array 
at the target plane. For an ideal paraxial eyepiece system, to 
realize the illumination uniformity of each spot projected at 
different FOV, only the same energy of each spot at the EIP is 
required. However, the design of large-FOV eyepieces often de
viates significantly from ideal imaging conditions. The nonuni
formity reasons in an imaging system are complex and it is 
determined by: (a) the cos3 law, (b) distortion of the entrance 
pupil at high obliquities, and (c) image distortion. The effects of 
these various factors have been discussed elsewhere [38]. To 
meet the illumination uniformity of the projected spots at 
different FOV, the illumination requirements for the spot Pn at the 
EIP corresponding to each FOV sub-beam may be different.  

(3) The distortion aberration problem that appeared in the large-FOV 
eyepiece [39]. To achieve a large-angle projection of the spot 
array, the large-angle eyepiece always has a large distortion ab
erration. As shown in Fig. 2, the distortion is considered negative 
when the actual image is closer to the axis than the ideal image, 
and the positive distortion is the converse. As shown in Fig. 2(a), 
the ideal imaging point P is distorted to point Q with radial 
distortion δh. This physically means that the image of a square 
suffering negative distortion will take on a barrel-like appearance 
and is referred to as barrel distortion (δh < 0). As shown in Fig. 2 
(b), in the case of positive distortion, the image takes on a 
pincushion-like appearance and is referred to as pincushion 
distortion (δh > 0). In this paper, the EIP of eyepiece always 
suffers the radial negative (barrel-like) distortion as shown in 
Fig. 2(a). When the EIP distortion is considered, that is, when the 
condenser MLA generates an equally-spaced spot array on the 
EIP, the sub-beam array will emit out from the diaphragm and a 
non-equally spaced and positive-distortion arrangement of spot 

array is formed at the target plane. Therefore, the distribution of 
the spot array at the EIP should be predistorted, which means the 
spot array at the EIP should be arranged as the reverse distortion, 
so that the spot array projected at the target plane will be a 
regular equal-spaced or predefined geometry distribution. 

Considering the above-mentioned problems, we will mainly carry 
out the design in the following parts: For problems (1) and (2), the 
design of the eyepiece system and the sub-lens of the collimating and 
condenser MLAs are realized by combining the imaging and illumination 
system optimization methods; For the problem (3), the predistortion 
arrangement of the MLEDA and the two MLAs are conducted by using 
the chief ray tracing and the RBF interpolation method. In the next 
section, the optimization and design process are detailed. 

3. Design method of the spot array generator 

Fig. 3 shows the design flow chart of the proposed LED spot array 
projector herein. The design procedures involved are as follows:  

(a) Selection of the initial eyepiece structure. The potential of 
achieving large-angle projection, uniformity illumination at EIP, 
and compactness should be given priority for the selection of the 
initial eyepiece structure. In this paper, two design examples are 
proposed, the first initial eyepiece structure is inspired by the 
classic Zeiss Astroplan eyepiece. The second example is inspired 
by the classic VR system which is based on a Fresnel lens with a 
planar base and equal-depth zigzag microstructure.  

(b) θn+1 = θn + δθ. After the selection of the initial eyepiece system, 
we need to consider if the projection angle is large enough. The 
projection FOV can be enlarged gradually until the large-angle 
projection is realized during the multiple optimization loop. 

n

hn

f EPD
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L L
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Fig. 1. Basic principle of proposed LED spot array generator. (a) Illustration of basic optical path; (b) 3D view of basic optical structure.  
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h h

Fig. 2. Image distortion grids. (a) negative and (b)positive radial distor
tion grids. 
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(c) Optimization of the eyepiece. The eyepiece is optimized in a 
reverse direction, and the imaging points at the EIP are formed by 
the parallel light entering the pupil of the eyepiece with different 
FOVs. The eyepiece is optimized by changing the structure and 
surface profile parameters of the eyepiece system. The merit 
functions are the RMS spot size and the maximum diverging angle 
φe of each projection FOV at the EIP. The detailed optimization 
and analysis procedures are given in section 3.1  

(d) Telecentric optimization at EIP. As depicted in Eq. (4), in order to 
achieve the equivalence of NA on both sides of EIP and match 
with the telecentric convergence sub- beams generated by the 
condenser MLA, the chief ray (the dark green solid line in Fig. 1) 
of each FOV sub-beam is constrained to be perpendicular to the 
EIP (telecentric at EIP).  

(e) Relative illumination optimization at the EIP. When the relative 
illumination of each FOV varies too much or irregular at the EIP, 
the energy requirement for each MLED is more complex. There
fore, the relative illumination of the eyepiece system is optimized 
until the relative illumination varies little or smooth monotonic 
variation from central FOV to edge FOV. 

(f) Distortion analysis of EIP for the eyepiece. The distortion co
ordinates for each FOV spot at the EIP can be acquired by the 
chief-ray tracing and RBF interpolation methods which are 
detailed in section 3.2.  

(g) Optimization of sub-lens for collimating and condenser MLAs. 
The surface profile parameters optimization of the sub-lens for 
collimating and condenser MLAs is conducted by imaging and 
illumination system optimization methods. The merit functions 
of the collimating sub-lens are the RMS spot size, collimation, and 
illumination uniformity while the condenser MLA are the RMS 
spot size and the maximum converging angle φs which matches 
the numerical aperture (NA) of eyepiece at the EIP.  

(h) Construction of MLAs and MLEDA. The collimating and 
condenser MLAs can be constructed by the thickness of bases, the 
optimized surfaces, and the predistortion arrangement positions 
of each sub-lens. The arrangement of the MLEDs is identical to the 
two MLAs.  

(i) Simulations and analysis of LED spot array projector. Since it is a 
lighting optical application, the non-sequential ray tracing is used 

to analyze and evaluate the final quality of the spot array. The 
detailed simulations and analysis are given in section 4. 

3.1. Optimization and design of eyepiece system 

In this section, two eyepiece design examples are given, the first 
eyepiece is inspired by the structure of the Zeiss Astroplan eyepiece 
[37], and the initial structure can be obtained in the lens library of the 
optical design software ZEMAX or CODEV. The 2D and 3D optical 
structure of optimization results are shown in Fig. 4(a) and Fig. 4(b), the 
two doublets in the initial structure are changed to singlets due to the 
illumination application (the polychromatic aberrations are ignored). 
Lens 1 and Lens 3 are normal spheric glass lenses. Lens 2 is an aspherical 
lens with PMMA (polymethyl methacrylate) material and the 3D view is 
shown in Fig. 4(c). The usage of an aspheric surface here can realize a 
large-angle light deflection and reduction of the aberration. The 
aspheric surface can be expressed as: 

z =
cr2

1 +
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − (1 + k)c2r2

√ +
∑n

i=2
a2ir2i (5) 

The optimized surface profiles of S4 and S5 are analyzed in Fig. 4(d) 
and Fig. 4(e) which show smooth surface profiles are realized in the 
optimized aspheric lens. The following design and analysis are con
ducted at the wavelength of 580 nm. The optimized eyepiece realized a 
full FOV of 80◦, EPD = 4 mm, and fe = 14.99 mm, and the maximum 
distortion rate is 25% at the edge FOV. A total length Le of 41.14 mm 
from S1 to S8 is realized. The distortion in the optimization process is 
not controlled, because the distortion problem will be solved by the 
following design of the MLA. The imaging RMS spot at the EIP (S8) is 
analyzed. The smaller spot size results in a higher quality light spot at 
the target plane. As shown in Fig. 4(g), the RMS spot sizes are analyzed 
for some sampled FOVs of the optimized eyepiece. The main structure 
and telecentric constraints in CODE V during the optimization process 
can be expressed by: 

n+ n= +

Fig. 3. Design flow chart of proposed LED spot array projector.  

Fig. 4. Analysis of optimized eyepiece example 1. (a) 2D optical path; (b) 3D 
optical path; (c) the PMMA aspheric lens; (d) sag analysis of S4; (e) sag analysis 
of S5; (f) distortion curve diagram; (g) RMS spot diagram; (h) relative illumi
nation diagram. 
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Y FL R1 S8 <= Ymax
OAL S1..8 <= Lmax
K S4 > − 5 < 5
K S5 > − 5 < 5

AOI R1 S8 F1 = 0
AOI R1 S8 F2 = 0
⋯
AOI R1 S8 FL = 0

(6) 

where the first constraint is the maximum actual imaging height 
Ymax at the EIP (S8). The second constraint is the total length Lmax of 
the eyepiece system from surface S1 to S8. The third and fourth con
straints are used to control the conic parameters for the two aspheric 
surfaces of S4 and S5 in a suitable bent state. The other constraints are 
used to control the chief ray (R1) for each FOV (from central FOV F1 to 
the largest FOV FL) to be vertical to the surface S8, which is also the 
constraint for realizing the telecentric imaging at the EIP. 

Furthermore, by referring to the relative illumination of the projec
tion plane [40], the optimization constraint of relative illumination in 
CODE V can be expressed as: 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

@M0 == (M F1 R 2 S8 )

@M2 == (M FL R 2 S8 )

@M3 == (M FL R 3 S8 )

@ L4 = (L FL R4 S8)
@RI = (M2 − M3) × L4/(2 × M0 × M0)
@RI >= Ie

(7) 

where M0 is cosine angle of the central-FOV (F1) up-edge ray (R2) 
corresponding to y axis (M) at surface S8. M2 is the cosine angle of the 
largest-FOV (FL) upper-edge ray (R2) corresponding to the y axis (M) at 
surface S8. M3 is the cosine angle of the largest FOV (FL) right-edge ray 
(R3) corresponding to the y axis (M) at surface S8. L4 is the cosine angle 
of the largest-FOV (FL) lower-edge ray (R4) corresponding to × axis (L) 
at surface S8. RI is the approximate relative illumination of edge FOV. 
The final optimized relative illumination of the eyepiece system is 
shown in Fig. 4(h). The structure and surface parameters of the opti
mized eyepiece are shown in Table 1. 

As shown in Fig. 5, the eyepiece example 2 is designed based on a 
Fresnel lens with a planar base which realized a full-FOV projection of 
100◦ and feyepiece = 18.7 mm. The planar-based Fresnel lens with a 
aspheric zigzag surface has an equal depth of 0.3 mm which is suitable 
for manufacture by injection molding [13]. The optimization process 
can be also conducted under the constraints of Eqs. (6) and (7) (Only the 
surface number and FOV are changed). As shown in Fig. 5(a), a dia
phragm with an adjustable opening aperture of 0 ~ 4.5 mm at surface S1 
is realized. The 3D structure is shown in Fig. 5(b), and the 3D structure 
of the aspheric-Fresnel lens is shown in Fig. 5(c). A total length of the 
eyepiece from S1 to S6 Leyepiece = 49.5 mm is realized. Both Lens 1 and 
Lens 2 are designed with the material of PMMA. Surfaces S2 and S4 are 
conic surfaces. Surface S3 is the aspheric surface and S5 is the Fresnel 
surface with the planar base. The optimized surface profiles of S2, S3, 
and S4 are analyzed in Fig. 5(d-f) which reflect smooth surface profiles 

are realized. The optimized Fresnel surface profiles of S5 are shown in 
Fig. 5(g) which shows a smooth surface profile is realized in the zigzag 
microstructure. The width of the zigzag keeps large enough (nearly 0.28 
mm) at the edge of the Fresnel surface which will benefit the manu
facture. As shown in Fig. 5(h), the maximum distortion rate is 25% at 
FOV = 50◦. The distortion in the optimization process is also not 
controlled, because the distortion problem will be solved by the 
following design of the MLA. The RMS spot diagram analysis is shown in 
Fig. 5(i). The final optimized relative illumination of the eyepiece sys
tem is shown in Fig. 5(j). The structure and surface parameters of the 
optimized Fresnel-based eyepiece are shown in Table 2. 

3.2. Design of condenser MLA with the functionality of predistortion 

The design of condenser MLA will mainly be decomposed into two 
parts: (1) the calculation of predistortion coordinates (the arrangement 
coordinates of the condenser sub-lens) at the EIP; (2) the optimization of 
the condenser sub-lens. 

(1) The calculation of predistortion coordinates at the EIP. When the 
eyepiece distortion is considered, a predistortion arrangement of sub- 
lens in MLA will help to generate the predefined spot array at the 
target plane free of distortion. The required coordinates can be obtained 
by the predistortion calculation method through the known ideal image 
height grid points and the traced distortion grid points at the EIP. As 
shown in Fig. 6(a), a calculation process of the predistortion coordinates 
is given, which requires initial chief-ray tracing to determine the basic 
mapping relationship, and the RBF interpolation method is used to 
generate the predistortion point coordinates when a new set of projec
tion spot array FOVs are given. When the new set of spot array FOVs are 
defined, there is no need to repeat the process of chief-ray tracing which 
also benefit the engineer without prior knowledge of optical design. 

As shown in Fig. 6(b), for a common rectangular arrangement, the 
projection spot array (xt,yt) at the target plane of Lt is generated. θx and 
θy are used to predefine the spot projection FOV in the x and y directions: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

θx = arctan
(

xt

Lt

)

θy = arctan
(

yt

Lt

) (8) 

By tracing the chief rays corresponding to the FOVs (θx, θy) of these 
spots, the pre-distorted spot-array coordinates at the EIP can be ob
tained. The coordinates corresponding to each sub-lens on the colli
mating and condenser MLA is identical to the spot-array coordinates at 
the EIP. 

As shown in Fig. 6(c) and Fig. 6(d), the initial mapping relations 
corresponding to the eyepiece example 1 and example 2 are established 
(The blue and red points are corresponding to the initial ideal imaging 
grid points and the chief ray tracing predistortion grid points). The RBF 
interpolation method uses n polynomial basis functions (the number of 
corresponding points is equal to the number of basis functions). Each 
original regular ideal point Mj’(xj’, yj’), and the corresponding ray- 
tracing points of chief rays Mj(xj, yj) can be described as: 

x′
j =

∑n

i=1
αx,iRi(d)+ pm

(
xj, yj

)
(9)  

y′
j =

∑n

i=1
αy,iRi(d)+ pm

(
xj, yj

)
(10)  

Ri(d) =
(
d2 + λr2

i

)μ/2
=

[(
xj − xcenter_i

)2
+
(
yj − ycenter i

)2
+ λr2

i

]μ/2
(11) 

where Ri represents the ith basis function, centered at (xcenter_i, ycen

ter_i); αxy, i are the weights of the basis functions; pm(xj, yj) is a fitting 
polynomial of order m to guarantee the fitting accuracy of degree m, j is 
an integer from 1 to n, and λ is a scaling factor. The basis centers are 

Table 1 
The coefficients of the optimized eyepiece example 1.  

Surface Y Radius Thickness Materials 

S1 infinite  4.7329  
S2 − 12.2194  13.0000 HZF6_CDGM 
S3 − 18.4009  0.6782  
S4 17.8397  16.2651 PMMA_SPECIAL 
S5 − 19.9639  0.2000  
S6 16.0000  6.2690 HK50_CDGM 
S7 10.6338  9.3984  

The aspheric parameters used in S4 and S5. 
S4: K = − 2.0278. 
S5: K = 2.2766; a4 = − 4.4018e-06; a6 = 5.7731e-09; 
a8 = 5.6762e-12; a10 = − 1.2901e-14e-11. 
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located at the position of the original grid FOV (blue points), and the 
characteristic radius ri is equal to the minimum distance between all the 
original grid FOV points; furthermore, μ = − 2. 

In fact, for any designated spot array coordinates (xt, yt) or (θx, θy), 
the high-precision predistortion coordinates can be acquired here 
through the fitting parameters acquired in Eqs. (9–11). Therefore, when 
the new arrangement positions of the sub-lens need to be calculated, the 
extra chief-ray tracing process is not required which will benefit the 
designer who has no prior knowledge of optics. In the simulations of 
section 4.3, the projection distribution of spot arrays with different 

patterns can be realized by the arrangement coordinates acquired by the 
RBF method. 

(2) The surface optimization of the sub-lens in condenser MLA should 
be conducted. As shown in Fig. 7(a), for a spherical sub-lens, R is the 
curve radius, p is the sub-aperture of the surface, nc is the refracting 
index and T is the base thickness of the sub-lens. According to the 
calculation of NA and thin-lens paraxial approximation: 

NA = sin
(φs

2

)
≈

p
2fc2

=
(nc − 1)p

2R
(12) 

Therefore: 

R ≈
(nc − 1)p
2sin(φs

2 )
=

(nc − 1)
fc2

(13) 

When the sub-beam converging angle φs is determined, R is pro
portional to p and inversely proportional to fc2. As shown in Fig. 7(b), the 
sub-aperture size p should be constrained due to the predistortion co
ordinates acquired at the EIP is non-equally spaced, the sub-aperture 
size p should satisfy: 

p⩽dcmin =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xd1 − xd4)
2
+ (yd1 − yd4)

2
√

(14) 

where (xd1,yd1) and (xd4,yd4) are corresponding to the two arrange
ment coordinates that have the minimum distance dcmin at the EIP. 

In this paper, a sub-lens with the conic surface is used to eliminate 
the axial spherical aberration. Once p is determined, the initial R and the 
air space Lair = fc2 are set according to Eq. (13). The sub-lens is optimized 

Fig. 5. Analysis of optimized eyepiece example 2. (a) 2D optical path; (b) 3D optical path; (c) 3D PMMA aspheric-Fresnel lens; (d) sag analysis of S2; (e) sag analysis 
of S3; (f) sag analysis of S4; (g) sag analysis of S5; (f) distortion curve diagram; (g) RMS spot diagram; (h) relative illumination diagram. 

Table 2 
The coefficients of optimized Fresnel-based eyepiece example 2.  

Surface Y Radius Thickness Materials 

S1 infinite  6.2500  
S2 38.7676  14.7758 PMMA_SPECIAL 
S3 − 24.4378  2.2320  
S4 160.9488  5.0795 PMMA_SPECIAL 
S5 − 16.6903  12.5718  

The conic and aspheric parameters used in S3-S6. 
S2: K = − 4.7127. 
S3: K = − 0.3711; a4 = 3.2485e-05; a6 = − 2.2869e-07; 
a8 = 5.1899e-08; a10 = − 1.8527e-10. 
S4: K = − 5.0. 
S5: K = − 5.0; a4 = 9.0039e-06; a6 = 1.1247e-07; 
a8 = − 5.0594e-011; a10 = 2.7290e-13. 
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to generate the minimum RMS imaging spot and the converging angle is 
constrained to φs at the zero-FOV incident beam. The optimization 
variables are the curve radius R, the conic parameter K, and the air space 
Lair. As shown in Fig. 7(c), a sub-lens example with the material of 
PMMA can be optimized by CODE V, and the optimized sub-lens can be 
used for the both two eyepiece examples. The sub-aperture size p is set to 
2.0 mm which also satisfies the constraint of Eq. (14). The RMS spot 
diameter in the sub-lens is optimized to zero because the axial spherical 
aberration can be reduced by the conic surface. The condenser MLAs 
with the optimized conic surface corresponding to the two eyepiece 
examples are shown in Fig. 7(d) and Fig. 7(e). The arrangements of the 
two MLAs are corresponding to the predistortion coordinates shown in 
Fig. 6(c) and Fig. 6(d). 

3.3. Design of collimating sub-lens for generating collimating sub-beam 

The design of collimating MLA includes the arrangement and surface 

optimization of the collimating sub-lens. Fortunately, in this paper, the 
arrangement coordinates of the condenser sub-lens, the collimating sub- 
lens, and the MLED are identical, therefore, we only need to optimize the 
surface profile of the collimating sub-lens. 

As shown in Fig. 8(a), in the optimization process of the collimating 
sub-lens, an 580 nm wavelength extended lambert-source MLED with a 
diameter 0.01 mm and emitting half-angle φL = 50◦ is used, and the 
aperture size of collimating sub-lens is 2 mm which equal to the 
condenser sub-lens. As shown in Fig. 8(b), the optimization process can 
be divided into two steps:  

(1) Collimation optimization by CODE V. The initial structure of the 
collimating sub-lens can be acquired by the aspheric surface 
optimization as presented in the design of condenser sub-lens 
before. As shown in Fig. 8(c), an aspheric sub-lens is optimized 
at a reverse direction in CODE V, in which the merit function is 
the RMS spot size. The optimization constraints are like the 

x

y

x

y x y

x y

x

y x y

x y

Fig. 6. Predistortion coordinates for eyepieces at EIP. (a) calculation process of the predistortion coordinates; (b) FOVs generation at target plane; chief ray tracing 
points of (c) 7 × 7 for eyepiece example 1 and (d) 11 × 11 points for eyepiece example 2. 

Fig. 7. Surface optimization of sub-lens in condenser MLA. (a) paraxial principle of condenser sub-lens; (b) constraint of the maximum sub-aperture size; (c) 
optimized sub-lenses with sub-aperture size of 2 mm and φs = 14◦; predistortion condenser MLAs correspond to (d) 7 × 7 sub-lenses for eyepiece example 1 and (e) 
11 × 11 sub-lenses for eyepiece example 2. 
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condenser sub-lens. The RMS spot size is optimized to 0.18 μm 
which can be considered as a collimation optimization with a 
point source. The aspheric surface sag and the 3D structure are 
given in Fig. 8(d) which shows a smooth aspheric sag acquired 
after the collimation optimization. As shown in Fig. 8(e) and 
Fig. 8(f), the illumination analysis is conducted at the target 
planes of L = 500 mm and 1000 mm through the Monte Carlo ray 
tracing of a 1 lm lambert point source. The illumination distri
bution is consistently inside the 2 mm aperture range in both near 
and far fields, demonstrating excellent collimation optimization. 
However, the optimization only optimizes the ray collimation of 
the point light source and not consider the energy angle distri
bution of the light source, so the illumination distributions at the 
target planes shown in Fig. 8(e) and Fig. 8(f) present great non- 
uniformity.  

(2) Illumination uniformity optimization by the tradeoff collimation. 
Then, the aspheric sub-lens is optimized to realize collimation 
and illumination uniformity by the Simulated Annealing (SA) 
optimization under the extended lambert-source MLED [32–35]. 
SA is a random searching optimization algorithm which is 
developed based on the similarity between the annealing process 
of solid matter and the general combinatorial optimization 
problem [32]. In this paper, the collimating sub-lens can be 
optimized by far-field optimization, in which the target plane is 
set at a far position and the target illumination distribution is set 
to a uniform distribution. The optimization of the far-field target 

can realize the uniformity improvement of illumination distri
bution in the far field while the collimating optimization can be 
conducted simultaneously. The merit function (MF) is the relative 
root-mean-square deviation (RRMSD) between the simulated and 
target irradiance distributions: 

RRMSD =
‖Et − Es‖F

‖Et‖F
(15) 

where Et and Es denote the matrices of the target and simulated 
illumination distributions respectively, and || ⋅ ||F is the Frobenius norm. 
In this paper, LightTools is used for illumination analysis based on 
Monte-Carlo ray tracing. MATLAB can read the data of the simulated 
illumination distribution and calculate the MF value. 

An optimization example is given here: in the optimization, the 
output plane is set at 1000 mm (the merit function is corresponding to 
the target zone within the radius of 3 mm) from the MLED. The opti
mization constraints are the light efficiency which constrains the light 
loss and the conic parameters of the aspheric sub-lens which affect the 
surface shape. The optimization results are shown in Fig. 8(g). The sag of 
the aspheric surface and the 3D structure are given in Fig. 8(h) which 
shows a smooth aspheric surface acquired after the optimization. The 
illumination analysis of the target planes at L = 500 mm and 1000 mm 
through the Monte Carlo ray tracing are shown in Fig. 8(i) and Fig. 8(j). 
In this optimization, illumination uniformity is emphasized and the 
collimation of the beam is relatively sacrificed, the overall distribution 
of illumination is always beyond the 2 mm aperture range in the near 

r

L

Fig. 8. Design of aspheric collimating lens. (a) basic principle of collimating optimization; (b) optimization process of collimating lens; (c) collimating optimization 
and analysis; (d) sag analysis after collimating optimization; collimating lens illumination analysis at (e) L = 500 mm and (f) 1000 mm; (g) Monte Carlo ray tracing 
results after SA optimization; (h) sag analysis of aspheric collimating lens after collimating optimization; illumination analysis in figure (g) at (i) L = 500 mm and (j) 
1000 mm. 
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(500 mm) and far (1000 mm) fields. In addition, the light efficiency of 
the optimized sub-lens is nearly 32%. However, the flattop illumination 
distribution is realized which reflect the illumination uniformity has 
been improved unprecedentedly in the near (500 mm) and far (1000 
mm) fields. In addition, for the same sub-source MLED, the same colli
mating sub-lens can be used. In this paper, the two design examples are 
assumed to use the same MLED, therefore, only the arrangement co
ordinates of the sub-lens or MLED are different. With the rapid devel
opment of current MLED preparation technology and application 
technology[41], a large number of MLED with special application sig
nificance has been designed and implemented [42,43]. The light source 
utilized in the proposed system is not limited to the MLED. In fact, the 
smaller light source are preferred for optimal performance; diameters 
less than 0.01 mm yield superior results. Additionally, since the light 
source array must achieve the predistortion spatial arrangement, it also 
needs the LED array arrangement technology with high precision, which 
is mature at present. 

4. Simulations and analysis 

In this section, to verify the two kinds of spot array projection sys
tems proposed in this paper, we will conduct an overall non-sequential 
ray tracing and illumination analysis on the total system consisting of 
the projection eyepiece and two kinds of MLAs designed and imple
mented in section 3. The effects and applications for the near field and 
far field are analyzed and discussed in section 4.1 and section 4.2 
separately. The predefined-geometry arrangement spot array is 
analyzed in section 4.3. 

4.1. Near-field spot-array projection 

In the near field spot array projection simulations, the light source is 

MLEDA which consists of some 1 lm equal-power MLEDs with a diam
eter size of 0.01 mm. As shown in Fig. 9(a), a near-field Lp = 200 mm 
Monte-Carlo ray tracing is conducted for the spot-array projector 
example 1 which realized a diagonal projection FOV of 80◦. The EPD size 
is set to 4 mm which is also the maximum EPD size of the spot-array 
projector example 1. The receiver resolution at the target plane is set 
to 2000 × 2000. The EIP plane shows the barrel predistortion spot array 
with a uniform illumination distribution and the spot array projected at 
the target plane shows a regular equal-spaced spot array distribution. 
The overall and local illumination results at Lp = 100 mm, 200 mm, and 
300 mm near filed target planes are shown in Fig. 9(b), Fig. 9(c), and 
Fig. 9(d) correspondingly. In the near-field area, due to the relatively 
close projection distance, the overall illumination distribution of the 
projected spot array is mainly affected by the aberration introduced by 
the eyepiece. As shown in Fig. 9(b), the distribution of local illumination 
increases (inside the red dashed box) due to certain deformation of the 
spot in the edge FOV, but the overall relative illumination is higher than 
82%. Since each sub-beam has a certain divergence angle due to the 
imperfect designs of the eyepiece and collimating sub-lens, when the 
optical path of the sub-beam corresponding to the edge FOV gradually 
increases, the edge FOV projection spot size increases faster than the 
central-FOV spot. Due to the use of equal-power sub-source, the spot 
illumination of the edge FOV will gradually decrease faster than the 
central FOV with the increase of the projection distance. As shown in 
Fig. 9(c), the spot array projection achieves the best effect at Lp = 200 
mm, both the local spot illumination distribution and the overall relative 
illumination are higher than 90%. As shown in Fig. 9(d), the relative 
illumination of the edge-FOV spot at Lp = 300 mm is lower than the 
center-FOV spot, but the overall relative illumination is higher than 
80%. Due to the pre-distortion arrangement of MLA and MLED, the 
large-angle array spot projection is corrected, and the maximum 
distortion of the projected spot array is less than 0.5% at the three near- 

Fig. 9. Near field simulations of spot-array projector example 1. (a) near-field Monte-Carlo ray tracing; overall and local illumination results at (b) Lp = 100 mm, (c) 
200 mm and (d) 300 mm near filed target planes correspondingly. 
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fields distances (the geometry center coordinates of near-field spot are 
used as the evaluation quantity, and the result may be lower than ex
pected due to the slight deformation of edge-FOV spot). Furthermore, as 
shown in Fig. 9, a good stray-light suppression in the near field can be 
realized by the spot array projector example 1(There is no stray light 
energy on the target plane except the projected spot array). 

As shown in Fig. 10(a), a near-field Lp = 200 mm Monte-Carlo ray 
tracing is conducted for the spot-array projector example 2 which 
realized a diagonal projection FOV of 100◦. The EPD size is set to 4.5 mm 
which is also the maximum EPD size of the spot-array projector example 
2. The receiver resolution at the target plane is set to 2000 × 2000. The 
EIP plane shows the barrel predistortion spot array with a uniform 
illumination distribution and the spot array projection at the target 
plane shows a regular equal-spaced spot array. The overall and local 
illumination results at Lp = 100 mm, 200 mm, and 300 mm near filed 
target planes are shown in Fig. 10(b), Fig. 10(c), and Fig. 10(d) corre
spondingly. As shown in Fig. 10(b), the spot distribution of local illu
mination increases (inside the red dashed box) due to certain 
deformation of the spot in the edge FOV, but the overall relative illu
mination is higher than 74%. As shown in Fig. 10(c), the spot array 
projection achieves the best effect at Lp = 200 mm, and the overall 
relative illumination is higher than 85%. As shown in Fig. 10(d), the 
relative illumination of the edge-FOV spot at Lp = 300 mm is lower than 
the center-FOV spot, but the overall relative illumination is still higher 
than 80%. In addition to the causes of uneven distribution and variation 
of illumination analyzed before, the irregular features of the local pro
jected spots at the edge FOVs are also influenced by the sawtooth 
microstructure of the Fresnel lens. The maximum distortion of the 

projected spot array is less than 0.9% at the three near-fields distances. 
Furthermore, as shown in Fig. 10, a good stray-light suppression in the 
near field can be realized by the spot array projector example 2. 

In the near-field projection of the proposed spot array projector, the 
size or the geometry of the projection spot can be changed by adjusting 
the size or the opening shape of the diaphragm EPD. As shown in Fig. 11, 
the near-field adjustable spot projection is simulated. The simulations of 
near-field spot array projection in example 1 are shown in Fig. 11(a) and 
Fig. 11(b) which correspond to the EPD size of 3 mm and 1 mm (the 
projection distance is set to 100 mm). Comparing the maximum size of 
EPD (4 mm in Fig. 9), the results show that the spot size is smaller when 
the EPD is reduced. However, since the size of the spot is adjusted by 
energy apodization, as the opening size of the EPD decreases, the spot 
energy on the projection surface starts to decrease in proportion to the 
reduction in the area of the aperture. The simulations of near-field pre- 
defined spot array projection in example 1 are shown in Fig. 11(c) and 
Fig. 11(d) which correspond to the EPD opening geometry of a five- 
pointed star and annulus (the projection distance is set to 100 mm, 
the opening size of EPD is kept as the maximum). The illumination 
uniformity of each projected spot and the overall spot array is the same 
as that of the system under the initial circular aperture as simulated in 
Fig. 9. In addition, the simulations of near-field spot array projection in 
example 2 are shown in Fig. 11(e) and Fig. 11(f) which corresponds to 
the EPD size of 3 mm and 1 mm (the projection distance is set to 100 
mm). The characteristics and factors of illumination attenuation for the 
projected spot are the same as those illustrated in example 1 above. The 
simulations of near-field pre-defined spot array projection in example 2 
are shown in Fig. 11(g) and Fig. 11(h) which correspond to the EPD 

Fig. 10. Near field simulations of the spot-array projector example 2. (a) near-field Monte-Carlo ray tracing; overall and local illumination results at (b) Lp = 100 
mm, (c) 200 mm and (d) 300 mm near filed target planes correspondingly. 
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opening geometry of a five-pointed star and annulus (the projection 
distance is set to 100 mm, the opening size of EPD is kept as the 
maximum). Furthermore, the pre-defined geometric pattern light spot 
corresponding to the edge FOV is distorted due to the large-FOV spot 
projection aberration and Fresnel surface shape. 

4.2. Far-field spot-array projection 

We also analyzed and simulated the far-field spot array projection of 
the two design examples. In the following far-field analysis, compared 
with the near-field spot projection, the projection distance is different, 
and the power of MLED light source at different spatial locations is also 
different. As shown in Fig. 12(a), a far-field (1000 mm, 3000 mm, and 
5000 mm) Monte-Carlo ray tracing is conducted for the spot-array 
projector example 1 which realized a diagonal projection FOV of 80◦. 
As discussed above, when the projection distance gradually increases, 
the illumination of the edge-FOV spot gradually decreases. In the far- 
field projection, the illumination of the edge-FOV spot decreases 
sharply, so it is necessary to adjust the power distribution of the MLED 
source to compensate for the low contrast phenomenon at the edge FOV. 
The power matching of MLEDA is used to achieve far-field uniformity: 
by adjusting the power distribution of MLED at different spatial 

positions, the illumination distribution of light spots at different spatial 
positions on the target surface is more consistent. Here, a simple illu
mination compensation method is conducted based on the initial curve 
analysis of the relative illumination distribution of the eyepiece as 
shown in Fig. 4(h). The power distribution of MLEDA is given by 
quadratic polynomial fitting. Through the iterative optimization of 
quadratic polynomial parameters, the illumination distribution of 3000 
mm far-field spot array can reach the most uniform. When the quadratic 
polynomial of MLEDA power is obtained, the MLED power in different 
radial positions is allocated by interpolation. (both the illumination 
distribution at the target surface and the power distribution of the 
MLEDA meet the axial symmetry). Furthermore, as shown in Fig. 12, a 
good stray-light suppression in the far field can be realized by the spot 
array projector example 1. 

As shown in Fig. 12(a), the illumination distribution at the EIP plane 
not only presents the space arrangement positions but also the power 
distribution of the MLEDA. The overall and local illumination results at 
Lp = 1000 mm, 3000 mm and 5000 mm far-filed target planes are shown 
in Fig. 12(b), Fig. 12(c), and Fig. 12(d) correspondingly. In this paper, 
we considered the far-filed illumination compensation at the projection 
distance of 3000 mm, therefore, the illumination uniformity of the spot 
array would decrease at other distances. As shown in Fig. 12(c), the best 

Fig. 11. Simulations of near-field spot array 
projection with different spot sizes and spot 
geometry. Near-field spot array projection in 
example 1 with EPD size of (a) 3 mm and (b) 
1 mm. Simulations of near-field spot array 
projection in example 1 with EPD opening 
geometry of (c) five-pointed star and (d) 
annulus. Near-field spot array projection in 
example 2 with EPD size of (e) 3 mm and (f) 
1 mm. Simulations of near-field spot array 
projection in example 2 with EPD opening 
geometry of (g) five-pointed star and (h) 
annulus.   
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relative illumination effect nearly 81% is achieved in 3000 mm. The spot 
array projection of the overall relative illumination is higher than 70% 
which meets the common far-field application requirements. The 
maximum distortion of the projected spot is less than 0.1% at the three 
far-fields distances (the far-field distortion correction can hardly be 
influenced due to the slight deformation of edge-FOV spot). 

As shown in Fig. 13(a), a far-field (1000 mm, 3000 mm, and 5000 
mm) Monte-Carlo ray tracing is conducted for the spot-array projector 
example 2 which realized a diagonal projection FOV of 100◦. The overall 
and local illumination results at Lp = 1000 mm, 3000 mm and 5000 mm 
far-filed target planes are shown in Fig. 13(b), Fig. 13(c), and Fig. 13(d) 
correspondingly. By increasing the MLED power of the edge FOV, we 
can balance the spot illumination of the full FOV. Although the distri
bution of illumination is high at the edge FOV and low at the center FOV 
when the projection is 1000 mm, the distribution of illumination is 
changed to be uniform as the projection distance increases, as shown in 
Fig. 13(c), and Fig. 13(d). The spot array projection of the overall 
relative illumination is nearly 80% in 3000 mm. Since the projection of 
the far-field spot array generally only cares about whether the energy is 
sufficient, we no longer carry out the analysis of far-field spot size and 
geometry. The two design examples in the above far-field analysis work 
under their maximum EPD size correspondingly. The maximum distor
tion of the projected spot is less than 0.3% at the three far-fields dis
tances. Furthermore, as shown in Fig. 13, a good stray-light suppression 
in the far field can be realized by the spot array projector example 2. 

4.3. Pattern spot-array projection 

The projection distribution of spot arrays with different patterns can 

also be realized by the position arrangement of sub-lens and MLED. As 
shown in Fig. 14, a ‘smile’ pattern spot projection is realized by the spot- 
array projector example 1. The predefined illumination distribution is 
shown in Fig. 14(a), and the blue asterisk marks are labeled which 
presents the coordinates of the spots. The predistortion coordinates at 
the EIP plane as well as the arrangement positions of the sub-lens are 
shown in Fig. 14(b), in which the coordinates are acquired by the RBF 
interpolation method detailed before. The generated condenser MLA is 
shown in Fig. 14(c). The Monte Carlo ray-tracing and illumination 
simulation results of near-field (200 mm) spot array projection are 
shown in Fig. 14(d), and the Monte Carlo ray-tracing and illumination 
simulation results of far-field (3000 mm) spot array projection are 
shown in Fig. 14(e). A sharp and no stray light ‘smile’ pattern spot array 
projection is realized. 

As shown in Fig. 15, an ‘XJTU’ pattern spot projection is realized by 
the spot-array projector example 2. The predefined illumination distri
bution is shown in Fig. 15(a), and the blue asterisk marks are labeled 
which presents the coordinates of the spots. The predistortion co
ordinates at the EIP plane as well as the arrangement positions of the 
sub-lens are shown in Fig. 15(b), in which the coordinates are acquired 
by the RBF interpolation method detailed before. The generated 
condenser MLA is shown in Fig. 15(c). The ray-tracing and illumination 
simulation results of near-field (200 mm) spot array projection are 
shown in Fig. 15(d), and the ray-tracing and illumination simulation 
results of far-field (3000 mm) spot array projection are shown in Fig. 15 
(e). A sharp and no stray light ‘XJTU’ pattern spot array projection is 
realized. The parameters of sources and the surface profiles in each 
eyepiece and sub-lens of MLAs are the same as used in section 4.1 and 
section 4.2. 

Fig. 12. Near field simulations of the spot-array projector example 1. (a) near-field Monte-Carlo ray tracing; overall and local illumination results at (b) Lp = 1000 
mm, (c) 3000 mm and (d) 5000 mm near filed target planes correspondingly. 
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5. Conclusion and prospect 

This paper proposed a design method for a large-angle, distortion- 
free and spot adjustable LED spot array projector composed of two MLAs 
and an eyepiece. By optimizing the eyepiece imaging system, colli
mating MLA, and condenser MLA, a large-angle LED spot array projector 
can be obtained. The eyepiece system is optimized using an imaging 
optical optimization method to project the sub-beams at a large angle to 
the target plane. The collimating MLA is optimized using a SA method to 
achieve collimation and far-field homogenization of the MLEDA. The 
condenser MLA is also optimized using an imaging optical optimization 
method to achieve the refocusing of the collimating beam and the 
matching of the NA with the eyepiece. Moreover, the RBF interpolation 
method is employed to predefine the arrangements of the MLEDA and 
the sub-lens on the two MLAs, which can correct the large-angle 
distortion introduced by the eyepiece. 

In addition, the spot-array projector’s near-field and far-field appli
cation situations are considered and analyzed. In the near-field situa
tion, adjustable opening geometry (size and shape) of the eyepiece 
diaphragm can be used to achieve different spot geometry at the near- 
filed target plane. In the far-field situation, the power matching of 
MLEDA is used to realize a far-filed uniformity of spot array. The 
predefined-geometry arrangement spot array projector is also proposed 
and verified in the near and far field. Design examples based on two 
types of eyepieces are given and analyzed to validate the method we 
proposed. The first example is based on the eyepiece structure of the 
classic Zeiss Astroplan eyepiece, which realized a full-FOV projection of 
80◦. The second example is based on a Fresnel lens with a planar base 
which realized a full-FOV projection of 100◦. Comparing to the DOE and 

freeform-based spot array generators, the proposed spot array projector 
only uses spheric and aspheric surfaces, which are currently mature in 
application and production, resulting in higher stability and lower 
process sensitivity, and it also has the advantages such as: without 
central-FOV peak spot, more uniform, free of large-angle distortion and 
stray-light suppression. 

This paper primarily focuses on the design method and analysis of 
the proposed LED spot array projector system. However, there are still 
some areas that require further attention in future research, such as 
addressing the distortion and non-uniform distribution issues of the 
large-FOV projected spot, as well as addressing the illumination 
decrease problem in large far-field projections (although this has been 
addressed to some extent by compensating for the MLED with different 
source power in this paper). Additionally, we plan to further advance the 
research on spot array projection by exploring methods to improve light 
efficiency, and conducting specific experimental verifications. 
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Fig. 13. Near field simulations of the spot-array projector example 1. (a) near-field Monte-Carlo ray tracing; overall and local illumination results at (b) Lp = 1000 
mm, (c) 3000 mm and (d) 5000 mm near filed target planes correspondingly. 
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Fig. 14. Smile pattern spot projection realized by the spot-array projector example 1. (a) predefined illumination distribution of smile pattern spot projection; (b) 
predistortion coordinates at the EIP plane as well as the arrangement positions of the sub-lens and MLED; (c) generated condenser MLA; ray-tracing and illumination 
simulation results of (d) near-field (200 mm) and (e) far-field (3000 mm) spot array projection. 

Fig. 15. ‘XJTU’ pattern spot projection realized by the spot-array projector example 2. (a) predefined illumination distribution of ‘XJTU’ pattern spot projection; (b) 
predistortion coordinates at the EIP plane as well as the arrangement positions of the sub-lens and MLED; (c) generated condenser MLA; ray-tracing and illumination 
simulation results of (d) near-field (200 mm) and (e) far-field (3000 mm) spot array projection. 
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